
Explanations such as ‘hallucinations are caused by 
overactive dopamine receptors’ are unsatisfactory 
because they leave an explanatory gap between the 
mental and the physical. How can dopamine cause a 
voice or a belief? — Paul C. Fletcher and Chris D. Frith1

Perceptual disturbances, including hallucinations or 
false percepts, are a defining and prevalent feature of 
schizophrenia and other psychotic disorders.

Perception is the subjective process by which neural 
systems represent, disambiguate and interpret sensory 
inputs from the environment. Because sensory inputs 
are always conveyed with some level of noise or uncer-
tainty, a key function of sensory systems is to reduce sen-
sory uncertainty in order to facilitate accurate judgments 
that permit successful adaptation to the environment. 
To do so in an optimal way, sensory systems leverage 
the prior knowledge that an agent has acquired through 
experience. Optimal sensory processing, however, does 
not imply error-​free perceptual judgments. As we later 
discuss in more detail, incorporating prior knowledge 
into percepts, although generally advantageous, biases 
perception towards more likely sensory events: that 
is, it implies perceptual-​judgment errors on the side of 
likely scenarios. This predisposes healthy individuals to 
a plethora of perceptual distortions, such as seeing faces 
in clouds or experiencing a cell phone vibration in the 
absence of true vibration. Likewise, such incorporation 
of prior knowledge may provide a point of vulnera-
bility that, under the strain of pathological states, may 
result in qualitatively similar but more extreme biases. 
These extreme biases, in turn, may constitute the basic 
phenomenon behind perceptual disturbances such as 
auditory verbal hallucinations (AVH), or percepts of voices 
in the absence of speech stimuli. A critical aspect of our 
proposed framework is thus centred on the notion that the 

perceptual disturbances in psychosis represent an extreme 
variant of the perceptual biases that arise naturally  
from the incorporation of prior knowledge.

Here we present a selective review of the literature 
on the pathophysiology of psychotic perceptual distur-
bances, and outline an integrative framework grounded 
in models of normal perception that has the potential 
to advance current conceptualizations of these puz-
zling phenomena. In addition to our focus on percep-
tual models, we attempt to bridge a number of relevant 
fields that historically have developed in parallel. Most 
relevantly, an extensive body of pharmacological and 
molecular-​imaging studies have definitively established 
a central role of excessive dopamine transmission in the 
striatum in psychosis2. However, previous views of sen-
sory processing in schizophrenia have mostly focused 
on local cortical circuits and have de-​emphasized the 
contributions to perceptual disturbances in schizo-
phrenia of neuromodulators such as dopamine and of 
their effects on basal ganglia circuits. These views may 
be partly influenced by traditional conceptions of sen-
sory systems as isolated brain modules, specialized for 
passive stimulus detection through local processing, 
that are immune to learning and cognitive influences3.  
In turn, dopamine transmission in the striatum has 
mostly been cast in terms of reward-​based learning, 
despite the mounting evidence supporting a more gen-
eral role for striatal dopamine in perception and cogni-
tion beyond reward-​related processes. Similarly, striatal 
function has been classically portrayed in terms of reward 
learning and action selection, and only recently has its 
role in perceptual learning and perceptual decision mak-
ing come into focus. The view of perceptual disturbances 
we present here instead aims to integrate recent insights 
into the roles of dopamine and the basal ganglia within 
the context of current theoretical models of perception.  

Schizophrenia
A psychiatric illness 
characterized by a variety of 
symptoms, including positive 
symptoms, negative symptoms 
(for example, apathy and 
amotivation) and cognitive 
impairments (for example, 
memory deficits).

Psychotic disorders
A group of disorders, including 
schizophrenia and other 
disorders, such as bipolar 
disorder, with psychotic 
features, that present with 
psychotic or positive 
symptoms.

Auditory verbal 
hallucinations
(AVH). Percepts of speech or 
voices without corresponding 
speech stimuli.
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Given the clinical predominance of auditory distur-
bances, relative to disturbances in other sensory modal-
ities, in psychotic disorders, we focus mainly on relevant 
pathways at the intersection between dopamine, basal 
ganglia circuits and the auditory system. We build upon 
prior theoretical accounts of psychosis that have capital-
ized on computational modelling to bridge phenomenol-
ogy and neurobiology1,4,5. We place a special emphasis on 
the physiological basis for auditory perception and the 
candidate pathophysiological mechanisms that may lead 
to altered perceptual experiences in psychosis.

Specifically, some prominent models of psychosis 
emphasize aberrant reward signalling as the central factor 
linking dopamine dysfunction and psychotic symptoms6,7, 
given the well-​established role of dopamine in reward 
prediction-​error signalling8–10. However, it is generally 
accepted that dopamine has additional functions11. In this 
vein, we focus on recent evidence for a role of dopamine 
in perceptual decision making and learning, and present 
an alternative view of psychotic perceptual disturbances 
that emphasizes alterations in perceptual inference.

Phenomenology
Patients with schizophrenia and other psychotic dis-
orders report a wide range of perceptual disturbances. 
These phenomena, in particular hallucinations, have 
long been documented and have become emblematic of 
mental illness from a sociocultural standpoint. Like other 
positive symptoms of psychosis, perceptual distortions 
tend to develop progressively during adolescence or early 
adulthood12. They typically begin in attenuated forms, 
during the prodromal pre-​psychosis phase, and gradually 
evolve into overt distortions and florid hallucinations, 
with the transition to clinical psychosis.

Illusions and related phenomena. Illusions refer to 
percepts that represent a distorted version of objective 
stimuli. Individuals with psychosis tend to experience 
illusory percepts such as alterations in stimulus intensity 
(bright colours or loud noises) or distortions in shapes 
or patterns (for example, faces). In many cases, particu-
larly in the early stages of psychosis, patients experience 
stimuli as more salient than usual, as if the stimuli feel 
unfamiliar or strange, and tend to seek interpretations 
with personal meaning to explain the perceived changes. 
This is known as ‘delusional mood’.

Hallucinations. Hallucinations are false percepts that 
do not correspond with objective stimuli. Patients with 
schizophrenia spectrum disorders experience halluci-
nations in various sensory modalities, including audi-
tory, visual, olfactory, somatosensory and gustatory, 
but auditory hallucinations are the most prevalent 
and severe13,14. Unlike other symptoms of schizophre-
nia, the discrete on–off (that is, intermittent) nature of 
hallucinations allows patients to report the occurrence 
of hallucinations and makes their clinical assessment 
highly reliable15. Although some auditory hallucina-
tions manifest as low-​complexity sounds (for example, 
stepping sounds), most frequently they consist of voices 
with higher levels of complexity (from single words to 
complete sentences or dialogues), such as a running 

commentary on the patient’s behaviour or a conver-
sation between different familiar or unfamiliar voices.  
The content of hallucinated voices (that is, AVH) is 
variable, but commonly it exhibits a negative emotional 
valence (for example, a derogatory tone) and is relevant 
to the voice-​hearer’s personal experience16. In acute 
states, AVH are typically interpreted as real voices origi-
nating in the external environment (that is, patients have 
no insight into their internal and dysfunctional origin)  
and consequently provoke hallucination-​related behav-
iours, such as out-​loud verbal responses to the voices 
(soliloquy) or other congruent behaviours (for example, 
checking whether the perceived voices are the next-​
door neighbours’ voices heard through the wall). Other 
forms of psychosis, such as those induced by pro-​
dopaminergic drugs in Parkinson disease, contrast with 
schizophrenia in that they feature visual hallucinations 
more frequently than auditory hallucinations17, sug-
gesting that auditory pathways are particularly relevant 
in the pathophysiology of psychotic disorders in the  
schizophrenia spectrum18.

Delusions and psychotic syndrome. In psychosis, percep-
tual disturbances such as hallucinations almost always 
accompany other psychotic symptoms. They tend to 
co-​occur and evolve in parallel with delusions, which 
are defined as tenacious false beliefs maintained in the 
face of contradictory evidence. This clustering of hal-
lucinations with delusions is stronger than the correla-
tion of either of these individual symptoms with other 
symptoms of schizophrenia (for example, amotivation 
or memory impairments), and thus defines a distinct 
clinical construct called the ‘psychotic syndrome’19. Yet, 
seldom do patients present only or predominantly with 
hallucinations in the absence of delusions, or vice versa. 
These clinical observations thus suggest the existence of 
a common pathophysiological mechanism underlying 
the psychotic syndrome, as well as symptom-​specific 
pathways.

Alleviating and aggravating factors. Ample evidence 
from randomized controlled clinical trials has demon-
strated that the psychotic syndrome of schizophrenia, 
including hallucinations, responds to various anti
psychotic medications that act by blocking D2 recep-
tors20, a type of dopamine receptor that is most abundant 
in the striatum21,22. Even though psychotic symptoms 
can improve rapidly with antipsychotic medications23, 
gradual benefits typically build up over time, with a 
substantial proportion of responders achieving remis-
sion only after several weeks of treatment24. Importantly, 
these clinical improvements are specific to positive or 
psychotic symptoms rather than to other symptoms of 
schizophrenia, hinting at a specific involvement of stri-
atal stimulation of D2 receptors by dopamine in psycho-
sis, a notion solidified by the molecular-​imaging studies 
reviewed below. Other than cognitive behavioural ther-
apy25 and transcranial magnetic stimulation applied 
over left temporo–parietal cortex26, no other treatments 
have consistently shown improvements for percep-
tual disturbances in psychosis. In turn, environmental 
stressors, several drugs of abuse (for example, ketamine, 

Positive symptoms
Also known as psychotic 
symptoms or psychosis; 
symptoms that are added to 
the repertoire of usual 
experiences and that represent 
a loss of contact with reality 
(that is, subjective experiences 
that substantially deviate from 
what most perceive as 
objective evidence), including 
hallucinations and delusions.

Prodromal
Related to the psychosis 
prodrome or prodromal phase, 
terms that refer to the phase 
preceding the development of 
full-​blown symptoms of a 
psychotic disorder; typically 
defined by the expression of 
attenuated forms of positive 
symptoms.
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cannabis and cocaine) and pro-​dopaminergic drugs such 
as amphetamine can trigger or worsen perceptual distur-
bances and other psychotic symptoms. Given that stress 
and most of the drugs of abuse that worsen psychosis 
increase dopamine transmission27,28, as well as the causal 
evidence that D2-receptor-​blocking drugs specifically  
improve psychosis20, these observations provide strong 
support for a central role of dopamine in the patho
physiology of psychosis and its perceptual disturbances, 
as well as for the psychotic syndrome as a distinct neuro
biological construct. This does not imply that other fac-
tors (for example, glutamatergic or GABAergic signalling)  
are irrelevant in psychosis (for recent reviews of the role 
of glutamatergic and excitation/inhibition imbalance in 
schizophrenia, which is beyond the scope of the present 
review, see29,30). Indeed, about one third of hallucinating 
patients do not experience substantial improvements 
with anti-​dopaminergic medication31,32, particularly 
those whose psychotic symptoms have remained 
untreated for longer periods of time33. However, a vari-
ety of non-​dopaminergic drugs tested in schizophrenia 
so far have failed to consistently ameliorate perceptual 
disturbances in psychosis.

Cognitive mechanisms
From a computational perspective, perceptual judg-
ments or decisions can be seen as a process aimed at 
maximizing the correct identification and classification 
of sensory inputs along multiple dimensions, or at mini
mizing perceptual-​judgment errors. In this section, we 
focus on candidate algorithmic processes that neural sys-
tems are thought to deploy in solving this computational 
problem, drawing from a large body of literature in per-
ceptual decision making, and discuss algorithmic altera-
tions proposed to explain perceptual disturbances. In the 
next section, and in line with Marr’s three levels of analysis, 
we discuss the neurobiological implementation of these 
processes in brain circuits, as well as abnormalities in 
these circuits in psychosis.

Two main concepts are central to current models of 
perception34. The first is that to minimize errors, opti-
mal perceptual decisions need to overcome uncertainty 
in both the external stimuli (for example, low-​intensity 
sounds in the context of background noise) and the 
internal representations of those stimuli (for example, 
intrinsic variability in the firing of neurons encoding 
sensory information). The second is that, in naturalistic  
environments, stimuli rarely occur in isolation; they typi
cally occur in the context of other stimuli, which con-
currently or consecutively predict each other. For this  
reason, leveraging prior knowledge about the contextual 
relationships between stimuli can be advantageous for 
resolving sensory uncertainty and minimizing errors in 
perceptual decisions.

Signal detection theory. Consider a situation in which 
a commuter is waiting for her train to arrive in a noisy 
subway station after a long day of work. She hears an 
ambiguous sound stimulus that resembles her name 
being called out, and quickly needs to decide whether 
someone has actually called her name or not — that is, 
whether the stimulus comprised signal or only noise, 

respectively. In this scenario (Fig. 1), signal detection 
theory posits that decisions respect the relative likeli-
hood of the evidence provided by the internal stimulus 
representations for two alternative propositions (signal 
present or absent), a quantity typically expressed as a 
log-​likelihood ratio:

∣
∣

.
P
P

LLR = log
(evidence signal present)
(evidence signal absent)

Under this framework, the listener will judge signal 
as being present or absent in the stimulus with equal 
probabilities if the strength of the evidence for each of 
the alternatives is equivalent (LLR = 0), or with differ-
ent probabilities otherwise (judging the signal as more 
likely to be present if LLR > 0, or to be absent if LLR < 0). 
In other words, the listener will exhibit an unbiased 
response if the stimulus itself is completely ambiguous 
or if the internal representation of the stimulus is very 
equivocal, rendering sensory uncertainty maximal. 
Shifts of the response criterion along the evidence scale 
determine a trade-​off between hits and misses — correct 
versus incorrect detection of a present signal, respec-
tively — and between correct rejections and false alarms 
— correct versus incorrect detection of an absent signal, 
respectively (Fig. 1).

Bayesian inference. As we mentioned above, contextual 
information can be used to resolve uncertainty. Prior 
expectations derived from the context are incorpo-
rated in the decision process following Bayesian prin-
ciples, in which prior knowledge provides an estimate 
for the prior probability of, or prior beliefs about, the 
signal. The listener in our example may have received a 
friend’s text message indicating that he was on his way 
to the subway station, a scenario that would increase  
the probability that her friend did call out her name.  
In this way, prior beliefs should bias responses towards 
the more likely alternative, as psychophysics research 
has established34. Critically, this response bias favouring  
the expected alternative is both optimal, in that it mini-
mizes errors overall, and induces a pattern of asymmet-
ric errors towards the expected alternative. In the case 
of a bias towards the signal being present, the optimal 
response will translate into increases in both hits and 
false alarms (Fig. 1). (It is worth noting that the expec-
tations related to prior knowledge that we discuss here 
may originate from recent information samples collected 
across different sensory modalities that are maintained in 
memory, or from longer-​term information obtained from  
implicit memories.)

Bayesian inference can also be seen as a prescrip-
tion for optimally combining two or more sources of 
information under uncertainty, a concept referred to 
as ‘reliability weighting’. In the context of perception, 
the key information sources are the prior beliefs or 
expectations (source 1) and the stimulus likelihood 
(source 2), and they are combined to produce a poste-
rior — or updated — belief, which corresponds to the 
resulting percept. This prescription for optimal ‘belief 
updating’ is rather intuitive, as it simply consists of 
weighting more heavily the source of information that 

Marr’s three levels of 
analysis
A framework whereby 
information-​processing systems 
can be understood at three 
distinct, complementary levels: 
computational (the problem 
that is solved), algorithmic 
(what representations and 
processes are used to solve this 
problem) and implementational 
(the physical and biological 
substrates through which the 
solution is realized).

Bayesian inference
A statistical algorithm for 
probabilistic estimation that 
relies on the optimal 
combination of prior 
knowledge and new data.
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Fig. 1 | Examples of perceptual decision making without and with an 
expectation bias that is contextually appropriate and adaptive. a | The 
effect of expectation bias can be understood in the context of a commuter 
waiting for a train and hearing an ambiguous sound (an ‘external objective 
stimulus’, top centre) that resembles her name being called out. In this 
scenario, the perceptual decision (the commuter deciding she has heard her 
name called out — a ‘yes’ decision — or not — a ‘no’ decision) varies 
depending on expectations that reflect the internal representations of the 
evidence for each of two alternative propositions (signal [her name actually 
being called out] present or absent). b,c | The external objective stimulus is 
processed through the cochlea (in the inner ear), which responds to sound 
vibrations and translates them into neuronal impulses in the auditory pathways 
(brainstem nuclei, auditory thalamus and auditory cortex; part b, right panel), 
which represent the internal evidence associated with the external objective 
stimulus, here represented on the x-​axis of the graphs. The blue histograms 
indicate the likelihood of the internal evidence given the presence of a signal 
(the commuter’s name actually being called out), and red histograms indicate 
the likelihood of the internal evidence given the absence of a signal (the 
commuter’s name not being called out and the stimulus comprising only 
noise). If the commuter had received a text message predictive of signal (part a, 
right), this would constitute a contextual cue that would shift her response 
criterion towards more liberally accepting evidence for a ‘yes’ decision (that is, 

the edge of the grey shaded area shifts along the x-​axis). This would bias her 
response towards correctly identifying the presence of signal (a ‘hit’, or the 
area of the blue histogram to the left of the edge of the grey shaded area), but 
also increases the likelihood of her incorrectly identifying an absent signal 
(part c; that is, increased rate of a ‘false alarm’, or the area of the red histogram 
to the left of the edge of the grey shaded area). Conversely , in the absence of 
such a cue, the response criterion would be unbiased, and the likelihood  
of both hits and false alarms would be comparatively reduced (part b, left).  
d,e | Dynamics of how an internal evidence accumulation process transpires 
over time, according to the drift diffusion model. The internal evidence is 
accumulated via a noise-​corrupted process that terminates when the 
evidence for one alternative (signal present or absent) hits the threshold 
associated with that alternative (yielding a ‘yes’ or ‘no’ decision, respectively). 
Example trajectories for evidence accumulation leading to ‘yes’ (blue) and ‘no’ 
(red) decisions are highlighted against a background of other possible 
trajectories (faded colours), given the same model parameters. The marginal 
distributions above and below the graphs represent the distribution of 
termination times associated with each of the responses (which vary due to 
the noisy accumulation process, as illustrated by the different possible 
trajectories of evidence accumulation). The evidence accumulation process 
has an unbiased (part d) or a biased (parte) starting point, associated with the 
absence or presence of prior expectations, respectively.

www.nature.com/nrn

R e v i e w s

766 | DECEMBER 2019 | volume 20	



is more reliable or less uncertain. It follows that prior 
beliefs should be weighted more strongly in situations 
in which the relative likelihood of the evidence pro-
vided by the stimulus is equivocal — that is, under high 
sensory uncertainty — or in situations in which prior 
beliefs are more certain. In our example, the commuter 
may be more likely to judge that someone is definitely 
calling out her name if the sound stimulus was highly 
ambiguous and she was certain she would meet her 
friend at the station.

In real-​life settings, information is rarely accrued all 
at once. More often, it is acquired bit by bit, through 
sequential samples of information. For instance, the 
commuter in our example would likely search her sur-
roundings for additional information, such as evidence 
of someone approaching her, to aid in her judgement. 
Under sequential sampling, Bayesian inference itera
tively produces updated beliefs that incorporate the 
new stimulus likelihood from each sample, thereby cap-
turing a process of progressive integration of evidence 
over time. This process is approximated by ‘bounded 
evidence accumulation’ models. One such model, the 
drift diffusion model (DDM), describes a noisy process 
of sensory-​evidence accumulation that evolves from 
a starting point until one of two symmetric decision 
bounds, or thresholds, is reached. Evidence accumula-
tion is controlled by a drift rate parameter that scales 
the sensory evidence via multiplicative gain. Within this 
sequential framework, expectations derived from prior 
knowledge (in the example, the friend’s text message; 
expectations could also derive from a variety of other 
sensory or mnemonic sources) can be incorporated into 
this process by shifting the starting point (and, partly, by 
increasing the gain of the evidence)34.

Predictive coding. Although they are mathematically 
related to evidence accumulation models35, predictive-​
coding models emphasize a neural architecture of recip-
rocal message-​passing up and down different levels of a 
sensory-​processing hierarchy in which higher levels are 
capable of more complex representations36,37. Evidence 
accumulation in these models is cast as a belief-​updating 
process aimed at forming an explanatory model of the 
causes of sensory inputs. To this end, the probability 
distributions representing beliefs about different pos-
sible causes are iteratively refined via message-​passing, 
to settle on the most plausible explanations for sensory 
inputs. The basic computational motif, which repeats at 
each level of the hierarchy, consists of the integration 
of top-​down messages, encoding predictions based on 
prior knowledge, with bottom-​up messages, which here 
encode errors in those predictions (prediction errors). 
These models can be thought of as a sensory analogue 
of hierarchical reinforcement-​learning models, in 
which the key teaching signal prompting learning, or 
belief updates, is a sensory rather than a reward predic-
tion error. To implement a form of reliability weighting 
that modulates the impact of errors on beliefs, sensory 
prediction errors are weighted by the respective relia-
bilities of the top-​down and bottom-​up messages, such 
that weighted prediction errors ultimately determine the 
degree of belief updating.

To sum up, although they are distinct, the different 
frameworks reviewed above share the common assump-
tion that, during perceptual decisions, prior expectations 
are integrated with new sensory information through 
a process of evidence accumulation or belief updating.

Algorithmic models of hallucinations. Friston proposed 
an algorithmic model for hallucinations that consists 
of an excessive bias towards prior expectations, itself 
resulting from overly certain prior beliefs about sensory 
states38 (Fig. 2). In other words, he proposed that hallu-
cinations are percepts driven mostly by strong expecta-
tions. The basic premise of this model is analogous to 
longstanding Bayesian models of context-​driven labo-
ratory illusions, but Friston’s model suggests that expec-
tation biases could also explain de novo percepts arising 
in the absence of sensory stimuli. Although it may be 
somewhat counterintuitive to argue that perceptual 
inference may explain false, and not just distorted, per-
cepts, it is important to bear in mind that the likelihood 
in signal detection and Bayesian models refers to the 
internal representation of the sensory stimulus, rather 
than to the external stimulus itself. Because sensory neu-
rons always exhibit some level of spontaneous activity 
(that is, they have non-​zero firing rates in the absence of 
their preferred stimuli), this means that internally there 
is never a complete absence of sensory evidence, which 
blurs the line between illusions and hallucinations. This 
is an appealing aspect of this model, in that it portrays 
hallucinations as extreme illusions, which fits with the 
notion of a perceptual-​disturbance continuum as well as 
with the usual progression from perceptual distortions 
to overt hallucinations during the psychosis prodrome. 
Critically, this model suggests that the same neural 
machinery that facilitates adaptive biases in perceptual 
inference can provide a point of vulnerability that, under 
pathological states, results in more extreme and mala-
daptive biases. More recent extensions have framed this 
basic model in the context of action affordance39 and 
hierarchical predictive coding4. Hierarchical models 
further suggest complex interactions between certainty 
about higher-​level prior beliefs and certainty about sen-
sory evidence at lower processing levels. A particularly 
appealing notion in this work4 is that relatively increased 
certainty about higher-​level prior beliefs compared with 
lower-​level sensory evidence, and the ensuing false per-
cepts driven by expectation biases, may itself stem from 
compensation deriving from diametrically opposite 
alterations: patients with schizophrenia may exhibit a 
more stable, trait-​like alteration, consisting of a relatively 
decreased certainty about higher-​level prior beliefs that 
may be compensated for by decreased certainty about 
the sensory evidence at lower levels, a compensation 
that may ultimately drive a state of hallucinatory psy-
chosis. See Box 1 for other theories and models related to  
perceptual disturbances in psychosis.

Behavioural studies on hallucinations. Although alter-
ations in a wide array of perceptual processes have been 
reported in individuals with schizophrenia spectrum 
disorders, only a handful of these processes seem to 
correlate with the severity of hallucinations or other 
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perceptual disturbances. Within the signal detection 
framework, hallucinations are by definition analogous 
to false alarms. In signal detection tasks using auditory 
stimuli embedded in noise, patients who experience 
auditory hallucinations tend to exhibit biased responses 
towards reporting speech and other auditory signals (that 
is, increased hits and false alarms), either at baseline40–43  
or in response to conditioned cues44.

The few studies that have used the DDM framework 
in psychosis provide preliminary evidence for algorith-
mic alterations in evidence accumulation. In Parkinson 
disease, impaired gain of evidence accumulation during 
a visual task has been linked to visual hallucinations45.  
In schizophrenia, preliminary evidence suggests altera-
tions in the starting point of the accumulation process 
in some tasks46, which points to differences in the inte-
gration of prior expectations, although the relationship 
of this parameter to hallucinations is unclear.

Excessive influence of prior expectations on the 
perceptual sensitivity of ambiguous visual stimuli, but 
not on response bias, was shown in individuals at risk 
for psychosis47. Importantly, this effect was specifically 

related to perceptual disturbances in a subclinical popu
lation. In a tone duration reproduction task, unmed
icated psychotic patients with severe hallucinations 
also exhibited excessive influence of prior expectations, 
derived from context tones, on their subjective percep-
tion of target tones with invariant duration48. This was 
specific to hallucinations, even compared with other 
psychotic symptoms, and was accompanied by an inabil-
ity to adjust the weight of expectations in more variable 
(uncertain) contexts, suggesting alterations in reliability 
weighting due to the excessive weight of prior expecta-
tions. In line with this finding, computational modelling 
of behaviour during a Pavlovian conditioning paradigm 
showed that hallucinators, with or without a diagno-
sis of schizophrenia, exhibited increased expectations 
for hearing tones predicted by a light cue, as well as an 
excessive weight of prior expectations44.

In summary, the reviewed research is compatible 
with a model of hallucinations wherein this symptom 
results from undue influences of prior expectations on  
perception. Some of this work is consistent with the clini
cally inspired notion of a symptom-​specific mechanism 
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produced by a cell phone slightly shifting in one’s pocket (top right) or no vibrotactile stimulus at all (bottom right)) is 
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evidence by modulations of its firing rate. Critically , this firing rate, and thus the internal evidence, is non-​zero even in the 
complete absence of an external objective stimulus. For a given level of internal evidence, the resulting percept depends  
on the strength (certainty or precision) of prior beliefs — here, how strong the expectation of a high-​intensity cell phone 
vibration (for example, caused by a phone call) is. The belief-​updating process that gives rise to the resulting, final percept is 
illustrated as a curved arrow between boxes of changing colours, as the prior belief (red, top) is combined with a likelihood 
distribution (blue, middle), giving rise to the posterior belief (purple, bottom). A weak expectation (left graph) is 
characterized by a prior belief with high uncertainty (high σprior); a strong expectation (right graph), by one with low variance 
(low σprior). Otherwise, here the expected amount of vibration (μprior) and the likelihood distribution (μlikelihood and σlikelihood)  
are, on average, the same for the left and right scenarios. The resulting percept is represented by a posterior belief. This 
posterior belief differs substantially between the two scenarios: under a strong expectation, vibration is perceived 
subjectively (right) — the posterior belief is close to the prior belief and far from the likelihood — and under a weak 
expectation, it is not (left) — the posterior belief is far from the prior belief and close to the likelihood. Thus, a false cell 
phone vibration can be perceived in the presence of a slight friction (illusion) or in the complete absence of any vibrotactile 
stimulus (hallucination), given strong expectations of the phone ringing (that is, a more certain or precise expectation about 
an upcoming high-​intensity vibration).
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for perceptual disturbances, as the relevant findings sup-
porting the said mechanism seem more closely related 
to hallucinations than to delusions or other symptoms. 
Also notably, the observed correlations between the 
severity of hallucinations outside the laboratory and 
laboratory measures of illusory percepts in these stud-
ies support the continuum implied by Friston’s model 
of hallucinations. A possible explanation for excessive 
expectation biases in psychotic perceptual disturbances 
is the faulty incorporation of contextual uncertainty into 
prior expectations48, or abnormal beliefs about contex-
tual volatility44, with overweighting of prior expectations 
even in situations in which high contextual uncertainty 
renders expectations uninformative. So how might this 
mechanism be implemented in the brain?

Neurobiological implementation
In this section we focus mainly on the perceptual pro-
cesses relevant to auditory disturbances. However, we 
first provide a brief description of relevant findings 
during visual decision making (Box 2, Fig. 3). This lit-
erature suggests that a network of associative cortico–
subcortical regions implements a form of evidence 
accumulation consistent with the DDM49. Importantly, 
the integration of prior expectations that is central to 
perceptual inference may be implemented in this net-
work through biases in the baseline (pre-​stimulus) activ-
ity of neurons tuned to more likely stimulus features, 
which provide sensory inputs to downstream associative 
regions that instantiate evidence accumulation34. In what 
follows, we review evidence suggesting that a network 
of associative regions involved in auditory processes, 

including the associative auditory cortex and a down-
stream region in the associative striatum, is relevant to 
perceptual inference, a circuit we suggest may be central 
to perceptual disturbances in psychosis. In line with this 
general notion, it should be noted that current models 
of consciousness generally posit that associative regions 
downstream from sensory cortex — rather than sensory 
cortex alone — are involved in conscious perception. 
These models invoke recurrent network activity involv-
ing associative regions during conscious perceptual 
reports50,51, consistent with primate data showing that 
associative downstream regions are involved in percep-
tual reports (including involvement during false alarms) 
and exhibit baseline biases in neural activity associated 
with response bias52–54.

Auditory system. Cochlear neurons projecting to brain-
stem nuclei represent the first stage of processing in 
auditory pathways (Fig. 1). These are followed by neu-
rons in the inferior colliculus, medial geniculate nucleus 
of the thalamus, and primary auditory cortex, which 
in humans is located in the transverse temporal, or 
Heschl’s, gyrus. This primary or core area of the audi-
tory cortex, which, like the processing levels preceding 
it, exhibits sound-​frequency tuning or tonotopy, projects 
to surrounding areas in belt and parabelt areas of non-​
primary auditory cortex55. The latter areas comprise sec-
ondary and associative regions of auditory cortex that 
reside along the superior temporal gyrus and exhibit 
more complex response patterns, including representa-
tions of human speech and other species-​specific vocal-
izations, as well as emotional (for example, prosody) 
and non-​emotional features of speech56. Classic studies 
in patients with epilepsy have shown that, upon electri-
cal stimulation of associative auditory cortex, patients 
without a history of psychosis reported hearing voices  
(for example, familiar voices) and other complex sounds57. 
Other patients with a rare type of partial epilepsy affect-
ing associative auditory cortex58 often present with ictal 
auditory hallucinations, including AVH59. In primates, 
associative auditory cortex has distinct efferent projec-
tions that distinguish it from primary auditory cortex, 
including its direct projections to prefrontal cortex55 and 
associative striatum60, which are absent or very limited 
for primary auditory cortex (Fig. 4). The afferent projec-
tions for primary versus non-​primary auditory cortex 
also differ, with the latter receiving more projections 
from parts of the medial geniculate complex other than 
its primary relay nucleus, as well as from other thalamic 
nuclei, including the medial pulvinar61. In addition to 
these feedforward connections, each level of processing 
receives dense feedback projections55 that are thought 
to be critical for the top-​down regulation of perceptual 
processes, consistent with the hierarchical architecture of 
predictive-​coding models. Some feedback loops involve 
direct connections from lateral prefrontal cortex back 
to associative auditory cortex55, and others may follow 
an indirect route via basal ganglia–thalamo–cortical 
circuits. Although the latter are not fully characterized 
for associative auditory cortex, similar basal ganglia–
thalamo–cortical circuits have been described for pri-
mate inferior temporal cortex that are likely relevant to 

Box 1 | Models of perceptual disturbances in psychosis

Bottom-​up theories. It has been proposed that disrupted sensory signals arising at early 
levels of sensory processing may be responsible for perceptual disturbances127. This 
notion partially rests on the assumption that ‘pure’ sensory inputs, unaltered by top-​
down modulation, are anatomically dissociable at early stages of sensory processing,  
in contrast with the abundance of feedback connections and top-​down modulatory 
effects at these stages128,129. A potential way of reconciling the bottom-​up and top-​
down views is that excessive sensory uncertainty may secondarily result in overreliance 
on prior expectations47.

Sensory-​gating theories. Sensory gating implies an active (for example, attentional) 
process through which sensory systems filter out irrelevant sensory inputs in favour  
of relevant ones130. A disruption in this filter leads to flooding of sensory systems with 
irrelevant sensory information.

Salience misattribution theories. Abnormalities in dopamine signals have been proposed 
to alter the motivational or incentive salience of stimuli6,7. Objectively neutral stimuli 
(including internal signals such as memories or inner speech) become imbued with 
abnormal significance, driving abnormal interpretations. Although these theories do 
not clearly explain false percepts per se and lack a formal operationalization131, recent 
views have incorporated elements of salience misattribution into top-​down models5.

Predictive-​coding, Bayesian inference and related top-​down models. These models 
generally cast sensory disturbances as an extreme version of the perceptual biases  
that arise naturally in optimal models of perception4,5,126, accounting for expectation 
biases. Corollary-​discharge models are a special case, in which hallucinations represent  
inner speech misattributed to an external agent due to failures in the attenuation  
of (bottom-​up) sensory inputs through efference copies of self-​generated motor 
commands132–134 (which can be thought of as a top-​down predictive signal). Other models 
implement hierarchical inference through different belief propagation algorithms. 
Specifically, the circular-​inference model posits alterations in biophysically realistic 
interneurons that lead to information reverberation in schizophrenia135.

Inner speech
A person’s inner dialogue, 
expressed as a silent conscious 
stream of thoughts in a 
coherent linguistic form.
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higher-​order visual processes, and perhaps contribute 
to visual hallucinations62. Similarly, outputs from rodent 
basal ganglia to the posterior thalamic nuclei that pro-
ject back to the associative auditory cortical regions63, 
including the same cortical regions that send forward 
projections to the associative striatum, suggest the exist-
ence of a closed subcortical loop that is likely relevant 
for the modulation of higher-​order auditory processes 
and is an important candidate circuit for auditory  
hallucinations (Fig. 4).

Auditory alterations in hallucinations. In patients 
with psychosis, symptom-​capture studies using fMRI 
have captured a relatively consistent pattern of activity 
associated with auditory hallucinations. During scan-
ning periods in which patients endorse hallucinatory 
auditory–verbal percepts (in the absence of true speech 
stimuli; AVH), they generally exhibit increased neural 
activation in associative auditory cortex, along the supe-
rior temporal gyrus64 and in the proximity of Wernicke’s 
area65. Some of the studies have also reported changes in 
activity in these regions at baseline64,66,67, in the absence 
of concurrent hallucinations. This evidence from clin-
ical neuroimaging studies suggests an involvement of 
associative auditory cortex — a region involved in the 
perception of speech and other higher-​order auditory 
processes — in AVH in psychosis. Furthermore, it raises 
the intriguing possibility that baseline increases in activ-
ity in speech-​selective neuronal ensembles may repre-
sent a baseline bias similar to that implementing biases 
towards expected stimuli (Box 2).

Dopamine and basal ganglia circuits
The striatum is centrally involved in decision making and 
action selection. Key to these striatal functions is a gating 
mechanism that operates within basal ganglia circuits to 
facilitate or impede thalamo–cortical output of the stri-
atal inputs to these circuits68,69. Two distinct pathways 

are critical for gating: a direct (Go) pathway controlled 
by striatal medium-​spiny neurons (MSNs) expressing 
dopamine D1 receptors (D1-MSNs), the activation of 
which induces behavioural activation by facilitating 
thalamo–cortical outputs, and an indirect (NoGo) path-
way controlled by striatal MSNs expressing dopamine  
D2 receptors (D2-MSNs), the activation of which induces 
behavioural inhibition by impeding thalamo–cortical 
outputs. Dopamine neurons located in the midbrain — 
mostly in the ventral tegmental area (VTA) and substan-
tia nigra, pars compacta (SNc) — send dense projections 
to the striatum following a topographic gradient2: the 
VTA projects to the ventral striatum via the mesolimbic 
pathway, and different tiers within SNc project to differ-
ent aspects of the dorsal striatum, including associative 
and sensorimotor striatum, via nigrostriatal pathways. 
The striatum also receives cortical projection neu-
rons that synapse onto MSNs, following a topographic 
organization into partially segregated cortico–striatal–
thalamo–cortical loops70,71. In the associative striatum, 
cortico–striatal inputs from diverse associative cortical 
regions additionally overlap within small convergence 
zones that abound in the anterior caudate72.

Phasic dopamine release into the striatum plays a cen-
tral role in reinforcement learning by progressively shap-
ing this circuit on the basis of experience. At the cellular 
level, dopamine transients modulate plasticity in cortico–
striatal synapses73,74, inducing long-​term potentiation  
of D1-MSNs and long-​term depression of D2-MSNs. In 
addition to these progressive changes in plasticity, dopa-
mine transients modulate the excitability of this circuit 
instantaneously during decision making69. Dopamine 
increases excitability in D1-MSNs and decreases excit-
ability in D2-MSNs, effectively modulating the gain of 
striatal inputs.

More generally, dopamine signalling has long been 
thought to be relevant to sensory processing75, but only 
recent work has produced unambiguous evidence for 
its role in sensory learning, beyond its involvement in 
reward-​based learning. Uncued visual and auditory 
stimuli are known to elicit burst activity in dopamine 
neurons76. Phasic responses in these neurons have also 
been shown to reflect perceptual uncertainty in a way 
that cannot be explained simply by reward expecta-
tions77,78. Furthermore, subjective percepts in the absence 
of sensory stimuli are associated with phasic dopamine 
signals in non-​human primates77,79. Most critically,  
a recent study in rodents showed that dopamine tran-
sients are sufficient and necessary for learning stimulus– 
stimulus associations, which depend on sensory pre-
diction errors, even when those associations occur 
between neutral sensory stimuli unrelated to reward80. 
Measuring dopamine transients directly, another rodent 
study revealed that whereas dopamine signals in the ven-
tral striatum conformed with reward prediction errors, 
dopamine signals in parts of the dorsal striatum, in 
contrast, conformed with a type of sensory prediction 
error encoding stimulus unpredictability, independent 
of reward value81. Altogether, these studies therefore 
suggest that in addition to the established role of dopa-
mine in reward prediction-​error signalling, dopamine 
transients — at least in parts of the nigrostriatal system  

Box 2 | Neurobiological implementation of visual perceptual decisions

A well-​studied neural circuit for visual–perceptual decision making is the one that 
comprises the middle temporal (MT) area (also known as visual area V5) and the lateral 
intraparietal cortex (LIP) (see Fig. 3). The physiology of this circuit has been extensively 
and meticulously studied in monkeys performing visual-​motion tasks, in particular the 
random-​dot-motion task49,136. Transient changes in the activity of MT neurons encode 
the momentary evidence for motion in a specific direction. LIP, a downstream region 
that receives direct projections from MT, instead exhibits persistent activity that 
supports an evidence accumulation process analogous to the DDM. Specifically,  
LIP neurons exhibit ramping activity that scales with the strength of sensory evidence 
(typically manipulated through changes in motion coherence). Critically, manipulations 
of the prior probability of motion direction are associated with increased baseline  
(pre-​stimulus) activity in MT neurons tuned to the more likely direction137, as well as 
increased baseline activity in LIP138. Consistent with this finding, human fMRI studies 
have shown biased patterns of baseline activity in human MT in this scenario139. Notably, 
activity profiles similar to that in LIP have been demonstrated in other associative 
regions downstream from LIP, including frontal regions and associative striatum (see the 
main text), which suggests that evidence accumulation may depend on a widespread 
network of associative cortico–subcortical regions. Thus, the integration of prior 
expectations may be implemented in a circuit supporting evidence accumulation 
through biases in the baseline activity of neurons tuned to the stimulus features that are 
more likely to occur in a given context34. While the drivers for biased baseline activity 
are not fully understood, some evidence is consistent with a prefrontal top-​down 
enhancement of activity in lower-​level regions encoding the expected sensory stimuli140.

Gating
A process by which the 
passage of information is 
actively controlled, thereby 
facilitating or impeding 
information flow.
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— may encode reward-​unrelated information relevant 
to perceptual inference.

In humans, some work with pharmacological manip-
ulations using pro-​dopaminergic drugs also suggests 
a role for dopamine in perceptual decision making.  

A study of Parkinson disease showed that patients on 
L-​DOPA, compared to when they were off L-​DOPA, 
exhibited decreased gain of evidence accumulation 
(that is, a reduced drift rate in the DDM) while they 
made perceptual decisions on a random-​dot-motion 
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Fig. 3 | Neural implementation of perceptual decision making in the 
saccade generation system. Illustration of the drift diffusion model 
(DDM) of evidence accumulation and its neural correlates during visual-​
motion discrimination. a | The stimulus in the task consists of a cloud of 
moving dots, and the goal is to decide accurately what is the predominant 
motion direction. The monkey fixates, two targets are presented (one  
in the receptive field, RF, of a neuron being recorded, and one opposite it), 
the motion stimulus is presented, and the monkey decides by making a 
saccade to one of the targets. Motion strength is varied as the fraction of 
dots moving in the same direction (coherence). b | Primate anatomy , 
illustrating the brain regions involved in the saccade generation system. 
The middle temporal area (MT, pink) is a higher-​order visual region with 
neurons tuned to motion direction and that projects to downstream, 
associative regions (blue) involved in integrating evidence (including 
lateral intraparietal cortex (LIP) and the caudate, which is part of the 
associative striatum), which in turn project to regions (green) directly 
responsible for saccades through their action on the eye muscles. 
Arrowheads indicate the direction of projections between upstream and 
downstream regions. c | DDM model simulations of an input functional 
unit — the model equivalent of a neuronal ensemble — representing 
momentary evidence through changes in the mean population response 
at different strengths of sensory evidence associated with the stimulus 
(weak , intermediate or strong motion coherence; left panel) and of a 
downstream functional unit accumulating this sensory evidence over time 
(right panel). The grey dashed line indicates the time of stimulus 

presentation (stimulus on). Evidence accumulation manifests as a ramping 
mean population response, with a steeper slope for stronger evidence.  
d | Representative single-​unit neuronal data — mean population 
responses (that is, firing rates) for actual neuronal ensembles — from 
monkey physiology experiments indicate that visual area MT (left) 
represents momentary evidence, whereas a network of regions including 
LIP and caudate (associative striatum) exhibits a profile consistent with 
evidence accumulation (middle) during stimulus presentation. Only 
activity for stimuli consistent with the neurons’ preferred direction —  
that is, its RF — is depicted, for simplicity. The rightmost panel shows that 
greater biases in baseline, pre-​stimulus activity in both LIP and associative 
striatum, indicated by an asterisk in the period immediately preceding 
stimulus presentation, have stronger effects on decisions (a higher 
probability of choosing the direction that motion-​direction-tuned 
neurons are tuned to — that is, ‘choosing preferred’). This is particularly 
evident for weaker stimuli, consistent with the Bayesian notion that 
expectation biases should have a stronger impact in conditions of higher 
sensory uncertainty. Panel a is adapted with permission of Annual Reviews 
from ‘The neural basis of decision making’, Gold & Shadlen, Annu. Rev. 
Neurosci. 30, 535–574 (2007)49, permission conveyed through Copyright 
Clearance Center. Panel c is adapted from ref.49. Panel d is adapted  
with permission of Journal of Neuroscience from ‘Caudate encodes  
multiple computations for perceptual decisions’, Ding & Gold, J. Neurosci. 
30, 15747–15759 (2010)109, permission conveyed through Copyright 
Clearance Center, Inc.; and from ref.155, Springer Nature Limited.
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task (Box 3), suggesting that relatively increased dopa-
mine levels could lead to decreased reliance on sensory 
evidence. Another study using a force-​matching para-
digm showed that higher L-​DOPA dosage was associated 
with increased reliance on sensorimotor predictions at 
the expense of decreased reliance on sensory evidence82, 
consistent with the previous study. However, in another 
study, L-​DOPA treatment in patients with Parkinson dis-
ease shifted perception towards increasing the weight of 
sensory evidence relative to prior beliefs during a visual–
spatial inference task83. Other work in healthy individuals 
showed that increased striatal dopamine correlated with 
decreased belief-​updating signals related to task-​relevant 
information in the striatum84. These results are thus 

consistent with a role for dopamine in perceptual infer-
ence and suggest that dopamine could have opposing  
effects on different cortico–striatal systems82.

Dopaminergic alterations in psychosis. In schizophre-
nia, dopamine dysfunction plays a central role in the 
manifestation and treatment of perceptual disturbances 
and other psychotic symptoms2,85. In vivo molecular-​
imaging studies have been used to probe dopaminergic 
receptors, in particular D1 and D2 receptors, dopamine 
transporters and, indirectly, dopamine levels. This 
is achieved by pharmacologically inducing an acute 
change in synaptic and perisynaptic dopamine lev-
els and examining the impact of these changes on the 

a

b

Broca

Wernicke

Auditory cortex
       Primary (core)
       Secondary (belt)
       Associative (parabelt)

Lateral
prefrontal
cortex

STS

STG

GPi

SNr

Thalamus

Excess
activity

Normal
activity

Re
st

in
g 

ac
ti

vi
ty

 in
 

as
so

ci
at

iv
e 

au
di

to
ry

 
co

rt
ex

Excess
dopamine

Normal
dopamine

Hallucinators

Non-hallucinators

D
op

am
in

e 
re

le
as

e
in

 s
tr

ia
tu

m

Striatum

Caudate

Putamen

Basal ganglia
output structures

Worsening of psychosis
in patients

Reference scenario
Instantaneous effect of increased 
phasic dopamine during decisions

Long-term effect of increased phasic
dopamine on cortico–striatal plasticity

Cortex

Striatum

Dopamine

Increased output to associative
(including auditory) cortex

Normal output to associative
(including auditory) cortex

Increased output to associative
(including auditory) cortex

Go NoGo
×× –

–+

D2D1
Go NoGo

×× –

–+

Go NoGo
×× –

–+

www.nature.com/nrn

R e v i e w s

772 | DECEMBER 2019 | volume 20	



uptake of a D2 radiotracer, which changes as a direct 
result of competition for binding between dopamine 
and the radiotracer, although some of this effect may 
also be due to D2 trafficking after agonist exposure86. 
These molecular-​imaging studies have shown that the 
density of D1 receptors and dopamine transporters is 
normal in the striatum87–90. D2 receptors show upreg-
ulation in the striatum in previously treated patients 
but not in those who have never received antipsychotic 
treatment2. Most notably, abnormalities in indices of 
presynaptic dopamine have been consistently shown, 
including increases in striatal dopamine release91,92, 
intrasynaptic levels93,94 and synthesis rates95,96. These 
increases are especially evident in the associative stria-
tum, part of the nigrostriatal system, compared to other 
parts of the striatum, including its mesolimbic aspects2. 
Furthermore, excess dopamine in the associative stria
tum relates to psychosis severity, including hallucina-
tion severity, both in established disease and in subjects 
at high risk for the disease97,98. Even in schizophrenia 
patients with comorbid addiction, who exhibit overall 
decreases in striatal dopamine release, the correlation 

between higher dopamine and more severe psychosis is 
apparent99. Excess dopamine in the associative striatum 
also manifests as an early warning sign that forecasts 
the development of psychotic disorders. Furthermore, 
excess striatal dopamine is most apparent in acutely psy-
chotic patients, compared to more stable patients98, and 
is also manifest in affective psychotic individuals without 
schizophrenia100, suggesting a phenotype more related to 
psychotic states than to schizophrenia as a whole. Thus, 
alterations in dopamine transmission in the striatum 
represent the most established neurobiological corre-
late of psychosis, including its perceptual disturbances. 
In addition, earlier molecular-​imaging studies showed a 
dose-​dependent relationship between D2-receptor occu-
pancy and the clinical efficacy of antipsychotics101,102, 
which in combination with numerous controlled clin-
ical trials with antipsychotics has established a role for 
D2 in the treatment of psychotic symptoms. This evi-
dence thus provides robust support for a contribution of 
excess presynaptic dopamine to psychosis and suggests 
an additional role for postsynaptic striatal D2 pathways. 
Therefore, despite the clear involvement of striatal dopa-
mine in psychosis, the exact nature of the dopamine  
dysfunction requires further investigation.

Striatal dysfunction in psychosis. In addition to evidence 
for dopaminergic dysregulation in the striatum of psy-
chotic patients, neurological insults to the striatum can 
cause psychotic perceptual disturbances. Several case 
reports have described hallucinations in patients suffer-
ing strokes localized to the dorsal striatum103,104. Also, 
some functional-​imaging studies have shown increased 
metabolic activity associated with hallucinations in 
the dorsal striatum of hallucinating compared to non-​
hallucinating patients105–107, although this has not gen-
erally been observed in fMRI symptom-​capture studies 
that have evaluated changes in haemodynamic signals 
on a shorter timescale.

Dopamine model of psychosis. A recent model of 
dopamine dysfunction in schizophrenia69 posits that 
a disruption in phasic dopamine signals or transients, 
possibly in conjunction with an increase in tonic dopa-
mine levels, can explain a wide variety of imaging and 
behavioural findings in schizophrenia through the lens 
of reinforcement-​learning theory. Central to this model 
are the dual effects of dopamine dysregulation, in terms 
of longer-​term changes in reinforcement learning via 
cortico–striatal plasticity and shorter-​term changes 
during decision making, via instantaneous modu
lations of MSN excitability, as we discussed above. 
Striatal dopamine dysregulation was proposed to induce  
an imbalance in the D1/D2 pathways, a regime with  
relative D1-MSN pathway activation and/or D2-MSN 
pathway deactivation, resulting in a preponderance of 
D1-MSN long-​term potentiation and/or D2-MSN long-​
term depression. Critically, the net effect of this D1/D2 
imbalance would be to facilitate increased basal ganglia 
outputs (‘Go gating’) to cortical regions. Based on the 
notion that basal ganglia circuits gate motor, sensory and 
cognitive information through different cortico–basal 
ganglia–thalamo–cortical loops, this model proposes 

Fig. 4 | Circuitry of associative auditory cortex and basal ganglia relevant to 
perceptual disturbances in psychosis. a | The anatomy of auditory cortex and the 
downstream projections of associative auditory cortex to prefrontal cortex and striatum, 
as well as the cortico–cortical loops and cortico–basal ganglia–thalamo–cortical loops 
proposed to be relevant for perceptual disturbances. In the centre, a lateral surface  
of the brain is shown, indicating the different areas of auditory cortex in different colours. 
The associative auditory cortex features a gradient from anterior–ventral to posterior–
dorsal aspects. Connections from these aspects of the associative auditory cortex to  
the dorsal striatum and lateral prefrontal cortex are indicated by arrows reflecting the 
colours of the areas of origin. Note that the striatum, basal ganglia and thalamus output 
structures are in the centre of the brain, but here they are shown separately for 
illustrative purposes. Prefrontal inputs are also shown as grey arrows. Outputs from  
the striatum to basal ganglia output structures and the thalamus are also illustrated, in 
addition to thalamo–cortical projections back to the areas where the inputs originate. 
Dashed arrows indicate connections that have not been fully described in primates. 
Findings of increased activity in associative auditory cortex in relation to hallucinations 
and increased striatal dopamine in psychosis are depicted as inserts. b | Schematic 
illustrating hypothesized changes in the cortico–basal ganglia–thalamo–cortical circuits 
due to dopamine excess in the Maia and Frank model of schizophrenia. The reference 
scenario (normal dopamine levels (small dark-​blue box) and a normal balance of the 
striatal medium-​spiny neuron pathways expressing dopamine D1 receptor (D1-MSN;  
Go, blue) versus D2-MSN (NoGo, red)) is depicted on the left, compared with the 
hypothesized imbalance in the Go versus NoGo pathways due to an increase in striatal 
dopamine transients (large dark-​blue boxes) in psychosis (middle and right panels).  
The middle panel shows short-​term, instantaneous effects of increased dopamine 
transients, which can enhance Go activation (large light-​blue arrow) and decrease NoGo 
activation (small red arrow) by acting directly on striatal MSNs (note the intact cortico–
striatal inputs, denoted by arrows pointing to the Go and NoGo boxes whose size is equal 
to that in the reference scenario). The right panel illustrates long-​term effects of increased 
dopamine on cortico–striatal plasticity , which results in progressive potentiation of the 
cortico–striatal inputs onto Go and depression of the cortico–striatal inputs onto NoGo 
striatal neurons (note the increased size of the arrow depicting the cortico–striatal input 
to the Go pathway and the decreased size of the arrow depicting the cortico–striatal 
input to the NoGo pathway). Both abnormal scenarios (middle and right) result in 
increased output — that is, increased Go gating — from basal ganglia, via the thalamus, 
to associative (auditory) cortex. GPi, internal globus pallidus; SNr, substantia nigra, pars 
reticulata; STG, superior temporal gyrus; STS, superior temporal sulcus. Part a is modified 
with permission from ref.60, Wiley-​VCH; ref.106 (Horga et al., ‘Differential brain glucose 
metabolic patterns in antipsychotic-​naive first-​episode schizophrenia with and without 
auditory verbal hallucinations’, J. Psychiatry Neurosci. 36, 312–321. © Canadian Medical 
Association (2011)); ref.156, reprinted with permission from the American Journal of 
Psychiatry (© 1998). American Psychiatric Association. All rights reserved.
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facilitated gating of striatal inputs to auditory cortex as 
a potential driver of auditory hallucinations.

Auditory–basal ganglia interactions
In primates, the associative auditory cortex sends 
monosynaptic projections to the striatum60, including 
associative regions of the dorsal striatum. This anatom-
ical topography suggests an involvement of associative 
striatum in higher-​order perceptual inference, as prior 
theoretical models have suggested108 and recent phys-
iology work in non-​human primates and rodents has 
shown. Single-​unit recordings in associative striatum 
have demonstrated that persistent activity in this region 
instantiates evidence accumulation during perceptual 
decisions in visual and auditory tasks109,110. In addition, 
baseline (pre-​stimulus) activity in response-​tuned neu-
rons within this region produces biases towards the 
preferred response in subsequent perceptual decisions, 
particularly in the presence of weak sensory evidence111, 
consistent with the implementation of optimal incor-
poration of prior expectations in Bayesian models of  
perceptual inference (Fig. 3d).

In rodents, the associative striatum has been less 
studied in the context of auditory decision making. 
However, a posterior region of dorsal sensorimotor 
striatum that in rodents receives projections from pri-
mary auditory cortex and dopaminergic midbrain — the 
so-​called ‘auditory striatum’ — has drawn increasing 
attention in recent years. Neurons in this region con-
tribute to auditory decisions112 and encode fine-​grained 

information about auditory stimulus features (for example,  
sound frequency) in a stable manner, even in the 
absence of signals encoding reward-​predictive actions113. 
Furthermore, learning in the context of auditory deci-
sion making has been shown to depend on plasticity in 
auditory cortico–striatal projections to this area, specifi-
cally in neurons tuned to task-​relevant auditory features, 
such as high-​frequency sounds predictive of reward74.

The human associative striatum has also been shown 
to be involved in perceptual decision making in fMRI 
studies. Striatal activation during a random-​dot motion 
task correlated with the presentation of valid predictive 
cues, suggesting that this region mediates the incorpora-
tion of prior information underlying response biases114. 
Striatal signals were also shown to scale with the degree 
of uncertainty in prior beliefs during a visual–spatial 
inference task115.

Auditory–striatal changes in psychosis. Preliminary 
support for dysfunction of the associative striatum in 
perceptual disturbances in psychosis comes from clinical 
fMRI work. Some studies have shown the involvement 
of networks including the striatum in perceptual infer-
ence in hallucinating subjects, who exhibited deficient 
sensory prediction signals in putamen that correlated 
with deficient auditory prediction-​error signals dur-
ing a speech-​discrimination task64. In a study using a 
conditioned-​hallucination paradigm that demonstrated 
a behavioural response bias, with increased false alarms 
in hallucinators compared to non-​hallucinators, striatal 
activations were observed during the false alarms44. 
Finally, increased dopamine in the associative stria-
tum correlated with hallucination severity and with the 
inability to downweigh prior expectations in a tone-​
duration reproduction task in unmedicated patients 
with schizophrenia48.

A potential integrative framework
Given the evidence reviewed above, and drawing from 
previous models1,4,69, we speculate that the associative-​
striatum-dependent and dopamine-​dependent processes 
involved in perceptual decisions represent a candidate 
neurobiological mechanism for perceptual disturbances 
in psychosis. We propose that this may be a sufficient but 
not necessary mechanism underlying at least some cases 
of hallucinations in schizophrenia, a mechanism that is 
unlikely to explain all hallucination-​related phenomena 
across clinical and subclinical populations. Importantly, 
this dopamine-​dependent candidate mechanism is bio-
logically plausible, understandable in algorithmic terms 
and parsimonious in that it accommodates the findings 
of striatal dopamine dysfunction in psychosis. As we 
reviewed above, perceptual-​inference models of hallu-
cinations posit an excessive influence of prior expecta-
tions on perception, whereby prior beliefs produce an 
excessive bias of percepts towards expected stimulus 
features and away from objective ones. In the case of 
AVH, such an expectation bias could be implemented 
via increases in the baseline activity in speech-​selective 
neurons in associative auditory cortex and in its down-
stream projections to associative striatum and prefrontal 
cortex (similar to the findings reviewed in Box 2, for a 

Box 3 | Other candidate neuromodulatory systems

Extra-​striatal dopamine systems
Cortical dopamine. Cortical dopamine release is decreased in schizophrenia141, but a 
relationship to perceptual disturbances has not been reported. Dopaminergic modulation 
of recurrent activity in cortical networks may be relevant to auditory working memory 
processes and perceptual disturbances. Stimulation of auditory-​cortex-projecting 
dopamine neurons reshapes cortical tuning in auditory cortex142, so a similar process may 
contribute to perceptual disturbances through an overrepresentation of speech features.

Thalamic dopamine. Some evidence suggests that abnormal thalamo–cortical inputs 
may be relevant to altered sensory processing in psychotic disorders143. In particular, 
enhancement of thalamo–cortical inputs to primary auditory cortex due to elevated  
D2 receptors in auditory thalamus may be relevant.

Cholinergic systems
The cholinergic system is involved in multiple aspects of sensory processing. In rodents, 
cholinergic transients in prefrontal cortex increase hits and induce false alarms144. 
Stimulation of the cholinergic basal forebrain in rodents also induces reorganization  
of plasticity in auditory cortex145. Computational models suggest a role for cortical 
acetylcholine in signalling of (expected) prior uncertainty in perceptual inference146,  
as supported by some human fMRI data147. But the relevance of acetylcholine to 
psychosis remains unclear and insufficiently examined. Acetylcholine has been implied 
in psychosis in both schizophrenia148 and dementia149, although clinical benefits of the 
cholinergic agents tested so far have been dubious at best150,151. Altogether, cholinergic 
systems remain important candidate systems in psychosis, and much work, including 
molecular-​imaging studies with recently developed cholinergic radiotracers, is needed. 
Specifically, cholinergic interneurons in the striatum may be especially relevant, given 
their ability to regulate local release of dopamine in this region.

Norepinephrine system
The locus coeruleus–norepinephrine system supports arousal and attention152,153 and  
is thought to modulate perceptual inference by signalling unexpected uncertainty154. 
So far, only indirect and scarce evidence suggests the potential involvement of this 
system in psychosis.
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different system). This could bias a belief-​updating pro-
cess instantiated in the associative striatum109 towards 
the threshold for speech detection, resulting in speech 
false alarms (that is, AVH; Fig. 4).

Although this framework could provide a basis 
for expectation biases underlying AVH, it does not 
yet address the presumed origin of increases in base-
line activity in speech-​selective neurons in auditory 
cortex. It may, however, help with understanding how 
this auditory hyperactivity could originate from excess 
dopamine in the associative striatum, as we postulate.  
In the early stages of psychosis, enhanced dopamine 
transients69 encoding perceptual uncertainty77,78 or sen-
sory prediction errors81 could result in a state of perpet-
ual sensory surprise consistent with the phenomenology  
of the ‘delusional mood’ stage, in line with the notion of 
hyperdopaminergic states fomenting salience misattri-
bution6,7 or increased readiness to associate incidental 
events1. In individuals who go on to develop AVH, such 
increased dopamine transients could randomly reinforce 
cortico–striatal plasticity and produce an imbalance in 
the D1/D2 pathways that would relatively favour long-​
term potentiation in speech-​selective inputs to striatal 
D1-MSN pathways and/or long-​term depression in 
inputs to D2-MSN pathways, through the mechanisms 
reviewed above69. Instead of a random event, this could 
also occur if increased dopamine transmission predom-
inantly affects a part of the associative striatum that is 
a main target of speech-​selective inputs from associa-
tive auditory cortex, or if speech inputs are overrepre-
sented or enhanced, given the ubiquity and prominence 
of speech in social communication. Alternatively,  
a stressful state associated with ‘delusional mood’ may 
itself predispose individuals to seek dreadful and per-
sonally meaningful interpretations. This could enhance 
speech-​selective auditory neurons that encode neg-
ative emotional valence — such as derogatory social 
commentary — via prefrontal top-​down selection of 
inputs conforming with these negative social expecta-
tions or drive enhanced attention to this type of stimuli. 
Regardless, excess dopamine transients could reinforce 
speech inputs to the associative striatum and facili-
tate basal ganglia outputs to the associative auditory 
cortex via this imbalance in D1/D2 pathways69, which 
could drive increased baseline activity in these speech-​
selective regions of associative auditory cortex. This is 
consistent with preliminary work in rodents69 and may 
receive some support from functional-​imaging studies 
showing dopamine-​dependent striatal dysconnectivity 
in psychosis116. By inducing biases in baseline activity in 
speech-​selective neurons as well as biasing of striatal 
belief-​updating computations downstream, selective 
long-​term facilitation of speech inputs would result in 
chronic biases in perception towards these speech inputs 
and chronic AVH.

Furthermore, similar to prior suggestions69, during 
a given perceptual event, ongoing dopamine transients 
may report on perceptual uncertainty by modulating 
the gain of speech-​related cortico–striatal inputs rel-
ative to other inputs, via instantaneous changes in the 
relative excitability of D1-MSN versus D2-MSN path-
ways, which in algorithmic terms could correspond to 

weighting of prior expectations. In psychosis, exces-
sive and noisy dopamine transients could thus imply a 
reduction in the dynamic range for encoding perceptual 
uncertainty in a context-​appropriate manner, such that 
patients would unduly rely on prior expectations even in 
variable environments in which prior knowledge may be 
effectively uninformative.

This working model, although speculative, has sev-
eral appealing aspects. It could simultaneously explain 
an expectation bias and deficient adjustments of this bias 
in variable contexts with high uncertainty, both of which 
agree with recent findings44,47,48. Furthermore, although 
under this model both of these processes may be driven 
by striatal dopamine dysfunction, the expectation bias 
itself could arise gradually via changes in cortico–striatal 
connectivity, perhaps consistent with the progression 
from illusory to hallucinatory percepts in the prodrome, 
whereas deficient context-​related adjustments of this 
bias may be more closely related to concurrent dopa-
mine levels. This could explain our initial observation 
that only deficient adjustments in the expectation bias, 
but not the strength of the bias itself, correlated with 
increased dopamine release into the associative stria-
tum in hallucinating patients48. It could also explain the 
bimodal time course observed in the clinical response 
to antipsychotic medication, which is thought to rebal-
ance the D1/D2 pathways, by blocking D2 receptors and 
consequently increasing short-​term activity and long-​
term plasticity in D2-MSN pathways117–119. This could 
induce a short-​term normalization of the adjustment in 
the expectation bias that might mitigate hallucinations 
to some degree, as well as a longer-​term reshaping of 
cortico–striatal plasticity that could correct the expec-
tation bias — and hallucinations — to a fuller extent. 
Furthermore, this working model could potentially 
provide a basis for the lack of treatment effectiveness in 
some patients with longer durations of untreated psy-
chosis, in whom deep-​rooted changes in cortico–striatal 
plasticity could be less malleable to treatment, especially 
when the pathology begins at earlier developmental 
stages120. While this pathophysiological framework does 
not deal with the aetiology of dopamine dysregulation, 
such dysregulation has been proposed to arise through 
a combination of genetic and environmental factors, 
partly related to stress, that affect upstream regions that 
modulate midbrain or striatal function121,122.

Extensions of this working model in the context of 
hierarchical inference1,5 may explain delusions as a con-
sequence of alterations that are computationally similar 
to and intertwined with those driving hallucinations, 
where alterations may induce overly certain and rigid 
high-​level beliefs about abstract hidden states123. These 
delusion-​related beliefs are likely represented in distinct 
high-​level circuits that are hierarchically interconnected 
with but partially dissociable from hallucination-​related 
circuits, explaining the typical clustering and partial dis-
sociation of the two sets of symptoms. Some recent work 
provides preliminary support for these notions123–125, 
although how this model may be reconciled with a long 
body of work suggesting jumping-​to-conclusion biases 
in schizophrenia and the model’s exact neurobiological 
implementation remain open questions. Future work 

NATuRe RevIeWS | NEurOsCiEnCE

R e v i e w s

	  volume 20 | DECEMBER 2019 | 775



will also be required in order to directly pit our pro-
posed framework — focused on a role for nigrostriatal 
dopamine dysfunction in perceptual inference — against 
other models that emphasize a role of dopamine-​related 
disruptions to either reward learning or the predictive 
motor signals used for agency attribution (see ref.126 
for a possible way of reconciling the latter models with 
a perceptual-​inference framework). Finally, as stated 
above, we believe that striatal dopaminergic dysfunction 
may be a sufficient but not a necessary mechanism for 
perceptual disturbances in schizophrenia, with similar 
computational phenotypes potentially arising from non-​
dopaminergic mechanisms (for example, imbalances in 
glutamatergic and GABAergic signalling29,30 or alterations  
in other neuromodulatory systems; see Box 3).

Concluding remarks
In this article, we have reviewed perceptual disturbances in 
psychosis from the standpoint of perceptual decision 
making and have proposed a dopamine-​dependent imple-
mentation of perceptual biases in the associative striatum 
that may contribute to such phenomena. Recent work sug-
gests that dopamine plays a key role in perceptual learning 
and perceptual decision making, separate from its more 
established role in reward learning and reward-​based 

decision making. Other work in non-​human primates and 
rodents has highlighted the role of associative striatum in  
perceptual decision making, including its involvement 
in response biases towards prior expectations. Given the 
importance of expectation biases in current models of 
perception, and given the well-​established alterations in 
associative-​striatum dopamine in individuals with psy-
chosis, a parsimonious model of psychotic perceptual 
disturbances positions expectation biases as a central 
algorithmic process and striatal dopamine excess as a 
key neurobiological candidate for their implementation. 
Although many critical questions regarding the patho-
physiology of perceptual psychotic symptoms remain to 
be answered, we contend that theory-​driven, integrative 
approaches such as the one illustrated here hold promise 
in elucidating such enigmatic phenomena as hallucina-
tions, which have perplexed humanity for generations. 
We thus believe that the development and iterative refine-
ment of theory-​driven models bridging biology and sub-
jective experience are key to advancing our knowledge 
about psychosis, and ultimately may help destigmatize 
this condition and contribute to the development of 
next-​generation treatments.
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